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ABSTRACT / EXECUTIVE SUMMARY 

The threat of terrorist attacks against US civilian populations is a very real, near-term 
problem that must be addressed, especially in response to possible use of Weapons of 
Mass Destruction. Several programs are now being funded by the US Government to put 
into place means by which the effects of a terrorist attack could be averted or limited 
through the use of sensors and monitoring technology. Specialized systems that detect 
certain threat materials, while effective within certain performance limits, cannot 
generally be used efficiently to track a mobile threat such as a vehicle over a large urban 
area. The key elements of an effective system are an image feature-based vehicle 
identification technique and a networked sensor system. We have briefly examined 
current uses of image and feature recognition techniques to the urban tracking problem 
and set forth the outlines of a proposal for application of LLNL technologies to this 
critical problem. 

The primary contributions of the proposed work lie in filling important needs not 
addressed by the current program: 

1. The ability to create vehicle “fingerprints,” or feature information from images to 
allow automatic identification of vehicles. Currently, the analysis task is done 
entirely by humans. The goal is to aid the analyst by reducing the amount of data 
he/she must analyze and reduce errors caused by inattention or lack of training. This 
capability has broad application to problems associated with extraction of useful 
features from large data sets. 

2. Improvements in the effectiveness of LLNL’s WATS (Wide Area Tracking System) 
by providing it accurate threat vehicle location and velocity. Model predictability is 
likely to be enhanced by use of more information related to different data sets. 

We believe that the LLNL can accomplish the proposed tasks and enhance the 
effectiveness of the system now under development. 
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1.0 Introduction 

The threat of terrorist attacks against US civilian populations is a very real, near-term 
problem that must be addressed, especially in response to possible use of Weapons of 
Mass Destruction. Several programs are now being funded by the US Government to put 
into place means by which the effects of a terrorist attack could be averted or limited 
through the use of sensors and monitoring technology. Specialized systems that detect 
certain threat materials, while effective within certain performance limits, cannot 
generally be used efficiently to track a mobile threat such as a vehicle over a large urban 
area. The key elements of an effective system are an image feature-based vehicle 
identification technique and a networked sensor system. We have briefly examined 
current uses of image and feature recognition techniques to the urban tracking problem 
and set forth the outlines of a proposal for application of LLNL technologies to this 
critical problem. 

This report represents about two weeks of work and provides a brief investigation into 
the problem. If the program decides to pursue the ideas further, a more thorough follow- 
on investigation would be appropriate at that time. 

1.1 The Problem 

The threat is terrorism. The generic problem is to identify and track vehicles entering and 
moving about a facility, using images from cameras and data from a variety of sensors. 
Examples of facilities include nuclear processing plants, power plants, weapons 
laboratories, government buildings/compounds, coliseums, laboratories, military bases, 
ports, border crossings, etc. In general applications, the sensors can possibly be widely 
varied in type, including optical cameras, induction loops, infrared cameras, magnetic 
sensors, transponders, etc. Because of current program plans at LLNL, the focus of this 
report is on cameras (usually in the visible wavelengths) that produce images that can be 
used along with data from other sensors, when appropriate. 
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Current program plans call for collecting images to be analyzed by human analysts, who 
track detected vehicles and make decisions regarding the meaning of the images and 
actions to take. In addition, the program has algorithms for tracking vehicles once they 
are detected (Wide Area Tracking System (WATS), by Christopher Cunningham - see 
the References). The key system element that is missing is the ability to create feature 
information (or “fingerprints”) of vehicles and classify/identify the vehicles 
automatically. 

Our focus in this report is on creating vehicle “fingerprints” or feature information along 
with classificatiordidentification algorithms for two main purposes: (1) It is advantageous 
to automate the mind-numbing low-level image analysis tasks that are done well by 
computers and allow the analyst to focus on the upper-level analysis and decision-making 
tasks that are best done by a human. This approach can greatly mitigate analyst fatigue 
(along with its accompanying errors) and the amount of data the analyst must process. (2) 
The vehicle feature information and classification results can be used directly by the 
vehicle tracking algorithms (WATS). Currently, WATS is under-utilized, in the sense 
that it receives information about the existence of a vehicle, but it receives no 
information about the characteristics of the vehicle. WATS, along with some other 
supplemental algorithms, could be used to greater effect if it had that information. 

Current program plans call for: 

o A demonstration in the Spring of 2003 (LLNL). Humans will do the 
vehicle recognition. 

o Multi-Agency demonstration in the 2004 for the DOE and FBI. 

Three sensor packages have been proposed by LLNL and SNLL for use in a vehicle 
identification system. The attributes of these packages are summarized below. The current 
plans for a Phase 1 test (to be held in Spring, 2003) call for 18 nodes (8 VIS nodes plus 10 
Enhanced Nodes). Figure 1.1 shows a proposed physical configuration for using the sensors at a 
facility. 

Enhanced Node (LLNLRSL), $75K 
0 Camera 
0 Communication system 
0 Gamma detector 

Neutron detector 
Energy spectrum measurement (gamma and neutron) - measures counts vs. 
energy 

License Plate Reader Node (LLNLPulnix), $20K 
Progressive scan camera 
Light sensor 
Strobe unit 
Laser range finder 
Computer/system controller 
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Ethernet link 

VIS (Vehicle Imaging System) Node (LLNL). $5K 
0 Camera 

Video server 
0 Communication system 

Clearly, a major strength of the VIS Node is its low price in dollars. As depicted in 
Figure 1.1, we propose a system network in which radiation detectors are NOT necessary 
at every node. In such a system, radiation detections are key to detecting a suspect 
vehicle, but not necessary at every node for tracking it. Much of the information 
gathering for the tracking task can be passed off to the camerdimage nodes, resulting in 
great financial savings. If the VIS node is effective for vehicle identification and 
tracking, it could provide hardware cost savings of millions of dollars in a complex 
environment such as a city. The major uncertainty (at this time) regarding the VIS Node 
is the level of effectiveness it can achieve, when used in conjunction with appropriate 
target recognition and tracking algorithms. We propose that a study of the effectiveness 
be undertaken. 

= Radiation sensor withacommunication svstem 
= Camera DIUS communication svstem * 

Figure 1.1 A possible configuration for a facility to be protected is exemplified in this 
illustration. The number of radiation sensors required is reduced because cheaper 
cameras are used. 



Preliminary Assessment of the State of the Art 

Industry / Outside LLNL 

The author has conducted a literature search, focusing mostly on scientific books, journals and 
conference papers. Selected titles and abstracts are given in the Appendix. In addition, some 
outside organizations have been contacted, as follows. 

Pulnix America, Inc., 1330 Orleans Drive, Sunnyvale, CA 94089, (800) 445-5444. 
Jim Alves of Pulnix presented the company’s capabilities at LLNL on October 4,2002. The 
following briefly summarizes their systems. 

Sensors: Single-frame cameras along with range finders and light sensors to measure 
illumination conditions. 
Two types of vehicle recognition systems; ( 1 )  License Plate Reading (LPR) system and 
(2) Vehicle “Fingerprint” matching system. 
Sponsors/applications: Tollbooth enforcement monitoring in highway systems (detecting 
non-paying customers, etc.), monitoring customers of casinos, etc. 
Applicability: Some of this technology might be applicable to our problem - in particular, 
the hardware systems. We expect that their feature extraction and vehicle 
classificatiodidentification algorithms could serve as supplement for an LLNL system, 
but would not stand alone. The system depends upon having a known database of 
information for each vehicle it inspects (license number, vehicle description, etc.). Our 
application cannot make such assumptions. 

Other contacts with whom the author has spoken: 

0 Thomas Jourdan, FBI technology transfer agent at LLNL. Tom has provided me with 

0 FBI Engineering Research Facility (Em) (Phil Mirarchi) and Physical Surveillance Unit 
contacts (listed next) at FBI labs. 

(Jay Chamberlain) - I spoke with Jay. I have been unable to date to reach Phil 
Mirarchi. 

Other outside contacts not yet made, except through literature search in some cases: 

0 Other Private Companies 
0 “PATH” Program at UCB - Transportation Systems Research 
0 Cognitech.com - Virgil Kohlhepp of LLNL said they did vehicle recognition work with 

DARPA, but it may not be useful enough for our application. 
0 Government organizations - DARPA, DOD - Literature searches only 
0 Secret Service 
0 Port authorities 
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LLNL 

Technical Groups at LLNL 
* EEEETD Advanced Communications and Signal Processing Group (Group Leader: 

* EE/DSED Signalhmage Processing and Control Group (Group Leader: Jose E. Hernandez) 
* EEEETD Decision Sciences Group (Group Leader: Bill Hanley) 
* Computations Dept. (Task Leader: Chandrika Kamath) 
* Computations, EE, NAI program(s): Database systems expertise, 
* CAPS,” the “Counter-proliferation Analysis and Planning System” 
* ISCR (Institute for Scientific Computing Research). 

Steven G. Azevedo) 

Individuals with Darticularly relevant exwrtise at LLNL 
* Chris Cunningham - Wide Area Tracking System (“WATS”), for tracking vehicles in 

traffic, The system does routing. The DEA uses it for tracking drug traffic. Route 
optimization. 

* Virgil Kohlhepp - Smart camera system for security applications. The camera system has 
a built-in FPGA (Field Programmable Gate Array), which allows the implementation of 
image processing algorithms directly on the camera. This gives the ability to do 
important processing operations on-line on the camera, without the need for off-line 
processing. 

references and C.V.) 
* Grace A. Clark - ATR, signalhmage processing, image sequence analysis, etc. (see 

* Leonid Zsap - Image sequence analysis. 
* Dave Paglieroni, HIRIS program and LDRD/SI, “ICE.” 
* Thomas Jourdan, FBI Technical Liaison at LLNL (B 132S, X23556) 
* Bill Lennon and Fred Savage - working on container security (imaging) for ports. 

LLNL Systems 
* LLNL radiation sensors 
* Current and proposed programs in Homeland Security 
* Superblock - security systems - Chuck Fetterman 
* LLNL Security Dept. 

The Literature 

The vehicle (or object) identificatiodclassificatiodtracking literature is varied. The general 
object recognition literature is rich with results, many of which can be used for vehicle 
recognition. A key point, however, is that real-world vehicle recognition systems are optimized 
for a particular application. This is what one would expect in any good engineering system. In 
particular, the problem is constrained to maximize the use of prior information, because that 
results in higher performance, and extremely high performance is specified by the sponsor (often 
they want P(Correct Classification) = 99.5% or higher!). Thus, many variables found in 
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theoretical papers are forced to be fixed or approximately fixed. These include camera angle, 
illumination, lack of occlusion, specific unique information about the vehicle (license number), 
required transponders on the vehicle, required magnetic or inductance loop sensors on (or in) the 
roadway, required lane discipline, etc. Some of these practical systems offer us partial help, but 
many constrained solutions are simply not realistic for our application. We are not likely to be 
able to require a transponder in every vehicle, use embedded roadway sensors in every facility or 
require that every license plate be registered with the Department of Motor Vehicles in a 
particular state. License plates may be stolen or nonexistent, etc. Terrorists do not feel 
constrained by rules. 

Consider License Plate Reading (LPR) as an example application. The OCR (Optical Character 
Recognition) literature is extensive. However, for license plate reading, we have found that 
industrial companies who actually read license plates (especially Pulnix) often do not use OCR. 
License plate reading is not as easy as reading text on a page. Experienced people find that 
difficulties in obtaining images consistent in illumination, contrast, lack of occlusion, camera 
angle, the state (California, etc) in which the vehicle is registered), and other variables make the 
common OCR techniques ineffective for highway applications. They use pattern-matching 
algorithms instead. 

Image-based vehicle (or object) recognitiodtracking systems can use single images or image 
sequences. Image sequences can provide motion features that can be very valuable for 
classifying the object (or vehicle). At this time, we cannot be sure of the value that would be 
added by motion features for our application. That would require a bit of study. The Pulnix 
system used for simple toll enforcement applications performs well using single images. 

A great deal of work has been done by DARPA, DOD, et. al. in recognition of military vehicles. 
Some vehicle recognition work has been done at LLNL (see the References). The results are 
generally promising, with limitations inherent in particular applications. 

The author believes that sufficient algorithmic tools for automatic target recognition (ATR) are 
available, and expertise at LLNL is well established in this area. The key to any ATR system is 
good data because ATR systems have the famous “garbage-in-garbage-out” property. If we can 
obtain good quality, reasonably consistent imagery, taken with reasonable constraints, the ATR 
part of the counter-terrorism (CT) problem should be soluble, given reasonable resources. 

3.0 Technical Approach 

The following technical issues must be considered: 

* Typically more than one “hit” is needed for threat detection 
* Image resolution - is it sufficient? Range, speed, FOV, focus 
* False alarms caused by radiation sources in hospitals, veterinarian clinics, etc. can 

stress the system and cause it to be ignored (“crying wolf’). 
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Technical goals include the following: 

o Detect, alert, track - Detect a suspect vehicle, alert appropriate people, systems, 

o Minimize the number of radiation detectors required, because they are very 

o Reduce the loaddependence on human operators - automate as much as possible. 

o Develop vehicle “fingerprint,” or feature information for use by 

o Once a vehicle is detectedklassified using a radiation detector, hand off the 

o Perform a set of feasibility demonstration controlled tests at LLNL and have 

and track the vehicle. 

expensive. 

Provide human operators with an efficient screening and analysis tool. 

detectiodclassification algorithms. 

tracking task to a system of video sensors and analysis algorithms. 

results to present at Design Reviews and demonstrations in Spring, 2003 and 
Spring 2004 (demonstration in a city) 

o Integrate information of various types: Sensor data (radiation, video, etc.), 
intelligence, database information (e.g. vehicle logs, rental vehicles, etc.) 

Preliminary list of vehicle features to consider: 

Vehicle model, make, year (e.g. Dodge RAM utility van, 2000) 
License plate number 
Search database for information related to the license number: 
Is it a rented vehicle? 
Owner, name on the registration 
Stolen vehicle reports 
Watch lists from various agencies 
Persons in the vehicle - male, female, large, small, multiple males in the vehicle? 
Radiation spectrum? Features of the radiation spectrum? 
Vehicle size, weight 
Vehicle color 
Thermal signature? 
Radar topography? 
Motion features from an image sequence? 

4.0 Proposed Plan for LLNL Work 

0 Start the project by doing all of the license plate and vehicle tracking visually by human 
operators. Add the implementations of the automated system(s) later - perhaps in the 
second year or later. 

0 Examine utility of available (LLNL and commercial) technology wherever possible. 
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The following is a very brief preliminary project description for accomplishing the proposed 
work, assuming a funding level of 2 FTE/year. 

Tasks 
1 .  Detailed problem definition for our application 

3.  Tracking Algorithm R&D 
4. Performance Metric R&D 
3.  Controlled Tests with Real Data 
4. System Implementation and Testing 
5 .  System deployment for final testingldemo 

2. ATR Algorithm R&D I 

Year 0 Year 1 Year 2 
I___-_-( 

1 _ _ _ _ 1  

5.0 Summary and Conclusions 

The primary contributions of the proposed work lie in filling important needs not 
addressed by the current program: 

1. The ability to create vehicle “fingerprints,” or feature information from images to 
allow automatic identification of vehicles. Currently, the analysis task is done 
entirely by humans. The goal is to aid the analyst by reducing the amount of data 
he/she must analyze and reduce errors caused by boredom. 

2. The need to improve the effectiveness of the WATS (Wide Area Tracking 
System) by providing it powerful vehicle “fingerprint” information and 
identifications, rather than the less informational “detection of the existence of a 
vehicle,” which is currently used. 

We believe that the LLNL can accomplish the proposed tasks and enhance the 
effectiveness of the system now under development. 
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A multimedia data mining framework: Mining information from traffic video 
sequences 

Chen SC, Shyu ML, Zhang C, Strickrott J 
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Abstract: 
The analysis and mining of traffic video sequences to discover important but previously 
unknown knowledge such as vehicle identification, traffic flow, queue detection, 
incident detection, and the spatio-temporal relations of the vehicles at intersections, 
provide an economic approach for daily traffic monitoring operations. To meet such 
demands, a multimedia data mining framework is proposed in this paper. The proposed 
multimedia data mining framework analyzes the traffic video sequences using 
background subtraction, imagehide0 segmentation, vehicle tracking, and modeling with 
the multimedia augmented transition network (MATN) model and multimedia input 
strings, in the domain of traffic monitoring over traffic intersections. The spatio-temporal 
relationships of the vehicle objects in each frame are discovered and accurately captured 
and modeled. Such an additional level of sophistication enabled by the proposed 
multimedia data mining framework in terms of spatio-temporal tracking generates a 
capability for automation. This capability alone can significantly influence and enhance 
current data processing and implementation strategies for several problems vis-a-vis 
traffic operations. Three real-life traffic video sequences obtained from different sources 
and with different weather conditions are used to illustrate the effectiveness and 
robustness of the proposed multimedia data mining framework by demonstrating how the 
proposed framework can be applied to traffic applications to answer the spatio-temporal 
queries. 
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Abstract: 
The computational complexity associated with three candidate automated vehicle 
identification (AVI) tag-matching algorithms that could be used to obtain individual 
vehicle travel time data in real time is examined. These algorithms are suitable for 
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application to a linear roadway facility using transponder tags that do not have 
programmable memory. Analytical expressions are derived to estimate the worst-case 
and average computational load associated with each algorithm. A simulation is 
conducted to test the validity of the assumptions made in these derivations and to perform 
a sensitivity analysis on several key system parameters, including the rate of flow of 
AVI-equipped vehicles, the mean travel time between tag reader stations, the coefficient 
of variation of travel time, and the proportion of vehicles that pass the upstream tag 
readers. 
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Abstract: 
The Automatic Vehicle Identification (AVI) system was recently installed in 
expressway networks in Japan. License plate numbers of passing vehicles are monitored 
through roadside AVI cameras and then recognized. This paper shows the formulation of 
origin and destination (OD) matrices estimation model using the observed data with the 
AVI system. The results of license plate matching between a pair of AVI cameras are 
involved as the input variables. The formulated model is a least squares model and yields 
to the linear transformation of the partly observed OD matrices. The model is applied to 
the Kobe corridor line in the Han-Shin expressway network. It is found that the estimated 
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OD matrix is consistent with the one using the previous mail survey. The proposed 
estimation method is expected to investigate the day-to-day fluctuations of OD patterns 
in the expressway network. 
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Abstract: 
License-plate location in sensor images plays an important role in vehicle identification 
for automated transport systems (ATS’s). This paper presents a novel method based on 
vector quantization (VQ) to process vehicle images. The proposed method makes it 
possible to perform superior picture compression for archival purposes and to support 
effective location at the same time. As compared,vith classical approaches, VQ encoding 
can give some hints about the contents of image regions; such additional information can 
be exploited to boost location performance. The VQ system can be trained by way of 
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d 

examples; this gives the advantages of adaptiveness and on-field tuning. The approach 
has been tested in a real industrial application and included satisfactorily in a complete 
ATS for vehicle identification. 
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Abstract: 
Road pricing is certain to be introduced in most cities by the year 2000. Most systems 
require vehicles to carry a transducer which identifies it. If this fails, the only way of 
identifying the vehicle is by reading the vehicle identification numbers (VIN). A 
recognition system is described which thins the characters using conventional algorithms 
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to produce 8-connected skeletons and uses a new pattern grammer to describe these 
characters in terms of simple string. The same string represents a character irrespective of 
its position, size or orientation. The characters used to test the performance of the 
algorithm were extracted from a wide variety of images of vehicles. They are not 
idealized representations. The origin of these characters means that they are very varied 
in their size, orientation and completeness. No normalisation of characters is required 
prior to determining their representation in the pattern grammar described. 
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Abstract: 
A wavelet, being a bank of matched filters at a constant fidelity, is appropriate for low 
bandwidth video communication-compression and is also proposed here to test the video 
contrast sensitivity surface. This generalization permits us to evaluate the trade-off 
between the spatial redundancy verses temporal redundancy reductions. This paper 
addresses the relationship between very low bandwidth video compression and human 
perception for target discrimination using video. (C) 1998 SPIE and IS&T. [S1017- 
9909(98)01104-01. 
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Abstract: 
The Heavy Vehicle Electronic License Plate (HELP) Program and Crescent 
Demonstration Project is a binational, multistate cooperative study and demonstration 
project involving government and industry participating to investigate new technologies 
that have the potential to provide an integrated heavy vehicle management system with 
applications to both highway and vehicle systems. This initiative has been described as a 
leading example of the Intelligent Vehicle Highway System initiative focusing on 
commercial vehicle operations (CVO). The study elements of this project focus on five 
technologies that can be integrated into a heavy vehicle management system: 1) 
automatic vehicle identification (AVI), 2) weigh-in-motion (WIM), 3) automatic vehicle 
classification (AVC), 4) satellite data links, and 5 )  data communication networks 
including on-board computers. The program, initiated approximately seven years ago, 
consists of three phases, which include assessing the feasibility of the concept, technical 
studies involving laboratory and field tests, and, lastly, the demonstration phase. Perhaps 
the most significant of the activities to be derived from this project to date are those 
focusing on institutional arrangements afforded by the emerging technology in this 
experiment. The demonstration element of the program, referred to as the Crescent 
Demonstration Project, began in April 1990 involving six states within the United States 
and one providence of Canada and will be phased into a full-scale operation over the next 
three years. It is estimated that over the life of the program and the project, more than 
$20 million will be expended or contributed by both industry and government in testing 
this landmark program. This paper provides an overview of the program and the 
components of the implementation plan. 
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Abstract: 
Using input from the public, a new type of vehicle emissions information system has 
been developed which utilizes an innovative variable message sign to display individual 
vehicle emissions information to passing drivers. Called the Smart Sign, the system 
merged highway messaging and on-road vehicle emissions sensing into a cost-effective 
public information system. The Smart Sign used a combination of words, colors, and 
graphics to connect with its audience. During its operational test period the system 
proved to be a viable technical concept which can be operated dependably and safely in 
even high traffic areas (in excess of 1000 vehicles per hour). The system was subjected to 
a wide range of operating conditions including weather extremes (-20 to 100 degrees F, 
heavy rain, hail, snow) and between May 16, 1996 to May 15, 1997 recorded unattended 
emissions information of more than 3 million readings from an estimated 250 000 
individuals. The ability to operate the system without constant human supervision has 
created a cost-effective messaging system capable of delivering real-time vehicle 
emissions information for a long term estimated cost of $60 000/yr or about $0.02 per 
test and demonstrated the potential for intelligent highways of the future to detect gross 
polluting vehicles. Using information from a companion license plate reading system a 
sample of 474 motorists (14% poor, 43% fair, and 43% good) were interviewed by 
telephone. Seventy-six percent of the weighted population had a favorable impression 
(5% unfavorable) ofthe Smart Sign with the majority (61%) expressing its informative 
nature as the main reason. Eight percent of the total sample planned to do something in 
response to the sign. Respondents in the "POOR stratum (3 1 %) were almost twice as 
likely to respond to the system as those in the "FAIR" stratum (16%) and five times as 
likely as those in the "GOOD" stratum (6%). Sixteen percent of the poor's (1.6% of the 
overall fleet) reported to have already taken corrective action as a result of the Smart 
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Sign. This produces an estimate that more than 4000 voluntary repairs were made as a 
result of Smart Sign readings during the year. 
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Abstract: 
Recent technological advances in computer hardware, software, and image processing 
have led to the development of an automated license plate reader (ALPR). This 
equipment was developed primarily for enforcement and security applications, such as 
monitoring parking garages or border crossings. Because license plate data are used in 
several transportation planning studies, ALPRs have the potential to increase the quality 
and efficiency of many typical activities of transportation planning agencies. The key 
performance attributes of an ALPR with respect to the specific needs of transportation 
planning are determined. The following general needs are investigated: (a) the specific 
license plate data requirements of transportation planning studies; (b) the effect of the 
equipment on traffic operations and safety; and (c) special equip ment characteristics 
required because of the temporary nature of transportation planning and the constraints of 
transportation planning agencies. Tn addition, an existing ALPR was tested in situations 
likely to be encountered in transportation planning applications. Technical specifications 
for an ALPR for transportation planning are developed. These specifications can be used 
to provide motivation and direction for the future development of an ALPR for 
transportation planning. Finally, the technical challenges to developing the ALPR are 
discussed. 
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Abstract: 
We have developed a prototype for a miniaturized, active vision system with a sensor 
architecture based on a logarithmically structured, space-variant, pixel geometry. The 
central part of the image has a high resolution, and the periphery has a a smoothly falling 
resolution. The human visual system uses a similar image architecture. Our system 
integrates a miniature CCD-based camera, a novel pan-tilt actuator/controller, general 
purpose processors, a video-telephone modem and a display. Due to the ability of space- 
variant sensors to cover large work spaces, yet provide high acuity with an extremely 
small number of pixels, architectures with space-variant, active vision systems provide a 
potential for reductions in system size and cost of several orders of magnitude. Cortex-I 
takes up less than a third of a cubic foot, including camera, actuators, control, computers, 
and power supply, and was built for a (one-off) parts cost of roughly US $2000. In this 
paper, we describe several applications that we have developed for Cortex-I such as 
tracking moving objects, visual attention, pattern recognition (license plate reading), 
and video-telephone communications (teleoperation). We report here on the design of the 
camera and optics (8 x 8 x 8 mm), a method to convert the uniform image to a space- 
variant image, and a new miniature pan-tilt actuator, the spherical pointing motor (SPM), 
(4 x 5 x 6 cm). Finally, we discuss applications for motion tracking and license plate 
reading. Potential application domains for systems of this type include vision systems for 
mobile robots and robot manipulators, traffic monitoring systems, security and 
surveillance, telerobotics, and consumer video communications. The long-range goal of 
this project is to demonstrate that major new applications of robotics will become 
feasible when small, low-cost, machine-vision systems can be mass produced. We use the 
term "commodity robotics" to express the expected impact of the possibilities for opening 
up new application niches in robotics and machine vision, for what has until now been an 
expensive, and therefore limited, technology. 
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Abstract : 
A real-time vision system has been developed that analyzes color videos taken from a 
forward-looking video camera in a car driving on a highway. The system uses a 
combination of color, edge, and motion information to recognize and track the road 
boundaries, lane markings and other vehicles on the road. Cars are recognized by 
matching templates that are cropped from the input data online and by detecting highway 
scene features and evaluating how they relate to each other. Cars are also detected by 
temporal differencing and by tracking motion parameters that are typical for cars. The 
system recognizes and tracks road boundaries and lane markings using a recursive least- 
squares filter. Experimental results demonstrate robust, real-time car detection and 
tracking over thousands of image frames. The data includes video taken under difficult 
visibility conditions. 
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Abstract: 
We have developed a prototype for a miniaturized, active vision system with a sensor 
architecture based on a logarithmically structured, space-variant, pixel geometry. The 
central part of the image has a high resolution, and the periphery has a a smoothly falling 
resolution. The human visual system uses a similar image architecture. Our system 
integrates a miniature CCD-based camera, a novel pan-tilt actuatorlcontroller, general 
purpose processors, a video-telephone modem and a display. Due to the ability of space- 
variant sensors to cover large work spaces, yet provide high acuity with an extremely 
small number of pixels, architectures with space-variant, active vision systems provide a 
potential for reductions in system size and cost of several orders of magnitude. Cortex-I 
takes up less than a third of a cubic foot, including camera, actuators, control, computers, 
and power supply, and was built for a (one-off) parts cost of roughly US $2000. In this 
paper, we describe several applications that we have developed for Cortex-I such as 
tracking moving objects, visual attention, pattern recognition (license plate reading), 
and video-telephone communications (teleoperation). We report here on the design of the 
camera and optics (8 x 8 x 8 mm), a method to convert the uniform image to a space- 
variant image, and a new miniature pan-tilt actuator, the spherical pointing motor (SPM), 
(4 x 5 x 6 cm). Finally, we discuss applications for motion tracking and license plate 
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reading. Potential application domains for systems of this type include vision systems for 
mobile robots and robot manipulators, traffic monitoring systems, security and 
surveillance, telerobotics, and consumer video communications. The long-range goal of 
this project is to demonstrate that major new applications of robotics will become 
feasible when small, low-cost, machine-vision systems can be mass produced. We use the 
term "commodity robotics" to express the expected impact of the possibilities for opening 
up new application niches in robotics and machine vision, for what has until now been an 
expensive, and therefore limited, technology. 
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A real-time vision system has been developed that analyzes color videos taken from a 
forward-looking video camera in a car driving on a highway. The system uses a 
combination of color, edge, and motion information to recognize and track the road 
boundaries, lane markings and other vehicles on the road. Cars are recognized by 
matching templates that are cropped from the input data online and by detecting highway 
scene features and evaluating how they relate to each other. Cars are also detected by 
temporal differencing and by tracking motion parameters that are typical for cars. The 
system recognizes and tracks road boundaries and lane markings using a recursive least- 
squares filter. Experimental results demonstrate robust, real-time car detection and 
tracking over thousands of image frames. The data includes video taken under difficult 
visibility conditions. 
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Abstract: 
We have performed an end-to-end analysis of a simple model-based vehicle detection 
algorithm for aerial parking lot images. We constructed a vehicle detection operator by 
combining four elongated edge operators designed to collect edge responses from the 
sides of a vehicle. We derived the detection and localization performance of this 
algorithm, and verified them by experiments. Performance degradation due to different 
camera angles and illuminations was also examined using simulated images. Another 
important aspect of performance characterization - whether and how much prior 
information about the scene improves performance - was also investigated. As a 
statistical diagnostic tool for the detection performance, a computational approach 
employing bootstrap was used. (C) 2002 Elsevier Science B.V. All rights reserved. 
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Abstract: 

This paper describes a method for vehicle recognition, in particular, for recognizing a 

vehicle's make and model. Our system is designed 

to take into account the fact that vehicles of the same make and model number come in 

different colors,to deal with this problem, our 

system employs infrared images, thereby eliminating color differences. Another reason 

for the use of infrared images is that it enables us to 

use the same algorithm both day and night. This ability is particularly important because 

the algorithm must be able to locate many feature 

points, especially at night. Our algorithm is based on a configuration of local features. 

For the algorithm, our system first makes a 

compressed database of local features of a target vehicle from training images given in 

advance; the system then matches a set of local 

features in the input image with those in the training images for recognition. This method 

has the following three advantages: 1) it can detect 

even if part of the target vehicle is occluded; 2) it can detect even if the target vehicle is 

translated due to running out of the lanes; and 3) it 

does not require us to segment a vehicle part from input images. We have two 

implementations of the algorithm. One is referred to as the 
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eigenwindow method, while the other is called the vector-quantization method. The 

former method is good at recognition, but is not very 

fast. The latter method is not very good at recognition but it is suitable for an IMAP 

parallel image-processing board; hence, it can be fast. 

In both implementations, the above-mentioned advantages have been confirmed by 

performing outdoor experiments. 
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Abstract: 

A model based structural recognition approach is used for 3D detection and localization 

of vehicles. It is theoretically founded by syntactic 

pattern recognition using coordinate grammars and depicted by production nets. The 

computational effort significantly depends on certain 

tolerance parameters and the distribution of input data in the attribute domain. A brief 

theoretical survey of these interrelations is 

accompanied by comparing the performance on synthetic random data to the performance 

on data from different natural environments. 
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Abstract: 

A novel feature extraction method based on local textures of image for real-time vehicle 

recognition tasks is proposed. In particular. 

feature vectors are extracted from judicious combinations of partitioning and overlapping 

image blocks with a view to reducing cardinality 

while retaining sufficient feature information for effective recognition. Experimental 

results are presented that show a reduction in 

computational load of 80% and robustness to illumination and noise can be achieved. 
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Abstract: 

To enhance safety and traffic efficiency, a driver assistance system and an autonomous 

vehicle system are being developed. A preceding 

vehicle recognition method is important to develop such systems. In this paper, a vision- 

based preceding vehicle recognition method, 
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based on supervised learning from sample images is proposed. The improvement for 

Modified Quadratic Discriminant Function (MQDF) 

classifier that is used in the proposed method is also shown. And in the case of road 

environment recognition including the preceding 

vehicle recognition, many researches have been reported. However in those researches, a 

quantitative evaluation with large number of 

images has rarely been done. Whereas, in this paper, over 1,000 sample images for 

passenger vehicles, which are recorded on a highway 

during daytime, are used for an evaluation. The evaluation result shows that the 

performance in a low order case is improved from the 

ordinary MQDF. Accordingly, the calculation time is reduced more than 20% by using 

the proposed method. And the feasibility of the 

proposed method is also proved, due to the result that the proposed method indicates over 

98% as classification rate. 
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Abstract: 

In this paper, synergies between the recognition and tracking processes for autonomous 

vehicle driving are studied. Object recognition is 

periodically performed to focus attention on specific parts of the visual signal and to 

assign them symbolic meanings. Tracking is used to 

maintain correspondences between objects identified at successive recognition instants as 

well as to provide further features (e,g,, 

spatio-temporal trajectories) on which to base object-pose estimation. Results obtained 

by using complex road scenes are reported, 

which demonstrate the validity of the approach in terms of robustness, accuracy, and time 

responses. 
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Abstract: 

The possibility of using certain kinds of neural networks, shared weight neural networks, 

to recognize vehicles in IR images is investigated. 

We use the neural network as a preprocessor to find tank wheels in the images, followed 

by a more specific traditional search in the 

region(s) of interest found by the network; i.e., the neural network is used as a feature 

detector. In this way, although we train the 

networks on individual samples, we use the trained networks as nonlinear filters on entire 

images. The resulting system is tested on scale 

dependency and sensitivity to clutter in the background of images and performs 

adequately. (C) 1998 Society of Photo-Optical 

Instrumentation Engineers. [SOO91-3286(98)0 1703-61. 
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Abstract: 

Some of the recent image processing methods proposed for detecting object moving in 3- 

D space form a spatiotemporal image by 

placing consecutive camera images side by side in temporal order. This paper presents 

one such method, the directional temporal plane 

transform method (DTT), an image processing method that is not influenced by 

environmental changes. Assuming that the objects are 

moving on a nearly constant path, DTT first extracts significant data about these objects 

from each image, and then makes a 1-D data 

stream by projecting the data long a directional axis parallel to the moving loci. After 

that, by placing the 1-D data from individual frames 

side by side in temporal order, the spatiotemporal image is transformed into a 2-D image 

on a directional temporal plane. Since the object 

motion is represented by regions of this 2-D image, moving objects can be detected by 

simple 2-D image processing. This method was 

used on an experimental basis to detect vehicles running along a road. Experimental 

results show the effectiveness of the method. An 

advantage of this method is its ability to detect vehicles using the same processing during 

both daytime and nighttime-a feature that has not 

been achieved with conventional methods. 
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Abstract: 

Symmetry is an effective feature for locating vehicle rears. Three symmetry criteria are 

presented: contour symmetry, gray level symmetry 
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and horizontal line symmetry. The application of these criteria to an image yields three 

histograms which are analyzed to find the vehicle 

centerline. The mean error in the vehicle centerline location is generally less than five 

percent. The contours of the vehicle are followed 

outward from the centerline to find the vehicle width. The calculated width averages 87 

percent of the true width. A nonlinear filter for 

edge extraction and an automatic thresholding scheme are also presented. The complete 

algorithm requires approximately 20 seconds on 

a 25 MHz 80386 based computer for a 5 12 by 5 12 image. 
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Abstract: 

In this paper, a generic approach to simultaneous tracking and verification in video data 

is presented. The approach is based on posterior 

density estimation using sequential Monte Carlo methods. Visual tracking, which is in 

essence a temporal correspondence problem, is 

solved through probability density propagation, with the density being defined over a 

proper state space characterizing the object 

configuration. Verification is realized through hypothesis testing using the estimated 

posterior density. In its most basic form, verification 

can be performed as follows. Given a measurement vector Z and two hypotheses H-1 and 

H-0, we first estimate posterior probabilities 

P(H-OE) and P(H-UZ), and then choose the one with the larger posterior probability as 

the true hypothesis. 

Several applications of the approach are illustrated by experiments devised to evaluate its 

performance. The idea is first tested on 

synthetic data, and then experiments with real video sequences are presented, illustrating 

vehicle tracking and verification, human (face) 

tracking and verification, facial feature tracking, and image sequence stabilization. 
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Abstract: 

The analysis and mining of traffic video sequences to discover important but previously 

unknown knowledge such as vehicle identification, 

traffic flow, queue detection, incident detection, and the spatio-temporal relations of the 

vehicles at intersections, provide an economic 

approach for daily traffic monitoring operations. To meet such demands, a multimedia 

data mining framework is proposed in this paper. 
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The proposed multimedia data mining framework analyzes the traffic video sequences 

using background subtraction, imagehideo 

segmentation, vehicle tracking, and modeling with the multimedia augmented transition 

network (MATN) model and multimedia input 

strings, in the domain of traffic monitoring over traffic intersections. The spatio-temporal 

relationships of the vehicle objects in each frame 

are discovered and accurately captured and modeled. Such an additional level of 

sophistication enabled by the proposed multimedia data 

mining framework in terms of spatio-temporal tracking generates a capability for 

automation. This capability alone can significantly 

influence and enhance current data processing and implementation strategies for several 

problems vis-a-vis traffic operations. Three 

real-life traffic video sequences obtained from different sources and with different 

weather conditions are used to illustrate the 

effectiveness and robustness of the proposed multimedia data mining framework by 

demonstrating how the proposed framework can be 

applied to traffic applications to answer the spatio-temporal queries. 
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Abstract: 

This paper presents algorithms for vision-based detection and classification of vehicles in 

monocular image sequences of traffic scenes 

recorded by a stationary camera. Processing is done at three levels: raw images, region 

level, and vehicle level. Vehicles are modeled as 

rectangular patches with certain dynamic behavior. The proposed method is based on the 

establishment of correspondences between 

regions and vehicles, as the vehicles move through the image sequence. Experimental 

results from highway scenes are provided which 
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demonstrate the effectiveness of the method. We also briefly describe an interactive 

camera calibration tool that we have developed for 

recovering the camera parameters using features in the image selected by the user. 
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Abstract : 
Automated Vehicle Jdentification, technology allows vehicles equipped with 
special tags to be detected at specific points in the transportation network 
without any action by the driver as they pass under a reading station. Benefits of 
the systems are found in the real-time measurement of traffic patterns, traffic 
operations and control, reduction of traffic congestion at transportation facilities, 
transportation planning studies, information and control, electronic toll collection, 
vehicle identification and other related functions. The objective of this paper is 
to develop a heuristic model for the optimal location of automated vehicle 
identification equipment using generic algorithms. A model is proposed and it 
is tested for the case of a relatively small hypothetical transportation network. 
Testing the model showed promising results. As the subject of future research 
other metaheuristic approaches such as simulated annealing and taboo searching 
have been identified as most important directions. 4 refs., 1 tab., 11 figs. 
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007043625 

Harlow C. Shiquan Peng. 

Dept. of Electr. & Comput. Eng., Louisiana State Univ., Baton Rouge, LA, USA. 

Automatic vehicle classification system with range sensors. 

Transportation Research Part C-Emerging Technologies, vol.9C, no.4, Aug. 200 1 , 
pp.23 1-47. Publisher: Elsevier, UK. 

Traffic management systems use inductive loop detectors and more recently video 
cameras to detect vehicles. Loop detectors are expensive to maintain and video- 
based systems are sensitive to environmental conditions and do not perform well 
in vehicle classification. Cameras based upon range sensors are not sensitive to 
lighting and may be less sensitive to other environmental conditions. In addition, 
range imagery should provide data to form a good basis for vehicle classification 
applications. In this paper, we describe methods for processing range imagery and 
performing vehicle detection and classification. A vehicle classification rate of 
over 92% accuracy was obtained in classifying vehicles into different vehicle 
classes. (33 References). 
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A laser intensity image based automatic vehicle classification system. 

ITSC 2001. 2001 IEEE Intelligent Transportation Systems. Proceedings (Cat. 
No.OlTH8585). IEEE. 2001, pp.460-5. Piscataway, NJ, USA. 

200 1 IEEE Intelligent Transportation Systems. Proceedings. Oakland, CA, USA. 
Conference Information 

25-29 Aug. 2001. 
Abstract 

This paper presents a laser intensity image based algorithm for automatic vehicle 
classification system (AVC) on highways. The algorithm performs line by line 
processing of laser intensity images, produced by laser sensory units, and extracts 
vehicle features used for the classification. The features include vehicle length, 
width, height, speed, and some distinguishable patterns in the vehicle profile. The 
proposed technique outperforms the range data technique in deteriorated 
atmospheric conditions (such as rain and fog). A software package with a 
graphical user interface has been developed to illustrate the usage of the 
classification algorithm and to evaluate its performance. (9 References). 
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A method of vehicle classification using models and neural networks. 

IEEE VTS 53rd Vehicular Technology Conference, Spring 2001. Proceedings 
(Cat. No.OlCH37202). IEEE. Part vo1.4, 2001, pp.3022-6 vo1.4. Piscataway, NJ, 
USA. 

IEEE VTS 53rd Vehicular Technology Conference. Proceedings. Rhodes, Greece. 
6-9 May 2001. 

This paper presents a novel method of vehicle classification using parameterized 
model and neural networks. First, we propose the parameterized model, which 
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can describe the features of vehicle. In this model, vertices and their topological 
structure are regarded as the key features. Then we adopt a classifier based on 
multi-layer perceptron networks (MLPN) to recognize vehicles. In this neural 
network classifier, learning algorithms based on the gradient descent method for 
the least exponential function error (LEFE) are adopted. Experimental results 
show that the parameterized model can satisfactorily and effectively describe 
vehicles, and the correct rate for vehicle recognition using neural networks 
classifier is more than 91%. This novel method can be used in real world systems 
such as the vehicle verifying system in toll collecting station, However, it is not 
difficult to adapt algorithms and improve the model to fit for other traffic scene. 
(8 References). 

Accession Number 

Author 
007253 546 

Kasurzak W. 

Institution 

Editor 

Title 

Source 

Inst. of Control & Comput. Eng, Warsaw Univ. of Technol., Poland. 

Skarbek W. 

An iconic classification scheme for video-based traffic sensor tasks. 

Computer Analysis of Images and Patterns. 9th International Conference, CAIP 
2001. Proceedings (Lecture Notes in Computer Science Vo1.2124). Springer- 
Verlag. 2001, pp.725-32. Berlin, Germany. 

Computer Analysis of Images and Patterns. 9th International Conference, CAIP 
200 1. Warsaw, Poland. 5-7 Sept. 200 1. 

An application-oriented vision-based traffic scene sensor system is designed. Its 
most important vision modules are identified and their algorithms are described in 
detail: the online auto-calibration modules and three optional modules for 2-D 
measurement tasks (Le. queue length detection, license plate identification and 
vehicle classification). It is shown that all three tasks may be regarded as 
applications of an iconic image classification scheme. Such a general scheme is 
developed and it can be applied for the above mentioned tasks by exchanging the 
application-dependent modules for pre-segmentation and feature extraction. The 
practical background of the described work constitutes the IST project OMNI, 
dealing with the development of a network-wide intersection-driven model that 
can take advantage from the existence of advanced sensors, i.e. video sensors and 
vehicles equipped with GPSIGSM. (1 2 References). 
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SPIE-Int. SOC. Opt. Eng. Proceedings of Spie - the International Society for 
Optical Engineering, ~01.4548, 200 1, pp.293-6. USA. 

Multispectral and Hyperspectral Image Acquisition and Processing. Wuhan, 
China. SPIE. Huazhong Univ. Sci. & Technol. Univ. Bordeaux. Univ. 
Pennsylvania. Wuhan Univ. et al. 22-24 Oct. 2001. 

Automatic vehicle classification (AVC) is the important prerequisite for an 
automatic charging and administering system. A new AVC system based on an 
infrared plane detecting technique is introduced, and in order to dispose the data 
gathered by the infrared detecting system to classifL the vehicle, fuzzy pattern 
recognition technique is used. By this technique, vehicles difficult to be classified 
by usual method can be classified correctly. (4 References). 
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A shadow handler in traffic monitoring system. 
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Piscataway, NJ, USA. 

Vehicular Technology Conference. IEEE 55th Vehicular Technology Conference. 
VTC Spring 2002. Birmingham, AL, USA. 6-9 May 2002. 

A typical shadow-eliminating algorithm is presented. Algorithms for vehicle 
detection, edge detection and shadow detection are also given. I f  the shadow is 
not separated from the vehicle, the next traffic control processes, like vehicle 
classification, tracking and speed calculation, will be rather difficult. Our 
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approach for shadow processing runs in real time in low-cost hardware. The 
knowledge, such as heading of roads, date and time, can be efficient used in the 
algorithm. First we detect moving vehicles in a sequence of images. In this way, 
we need not process the whole image, which saves computation time. Then we 
separate shades from vehicles using knowledge including results of edges 
detection, road direction, etc. The results of the algorithm are also given, which 
shows that this algorithm is quite promising. (12 References). 
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Application of fuzzy logic to vehicle classification algorithm in loop/piezo- 
sensor fusion systems. 

Asian Journal of Control, vo1.3, no. 1, March 2001, pp.64-8. Publisher: Chinese 
Automatic Control SOC, Taiwan. 

Individual vehicle information, especially, vehicle classification data play a key 
role in advanced traffic management and information systems (ATMIS). In 
inductive loop and piezo-sensor fusion systems, traffic data such as the vehicle 
length and the distance between axles are used for vehicle classification. 
However, classification errors often occur in distinguishing passenger cars from 
small trucks and in distinguishing medium-sized trucks from small trucks. It is 
mainly attributed to the fact that they are similar in lengths and have similar inter- 
axle distances. To improve the performance in vehicle classification, we develop 
a new algorithm using fuzzy logic. Vehicle weight and speed are used as the 
inputs to the fuzzy logic block. The output of the fuzzy logic block is a weighting 
factor to modify the calculated vehicle length. Experimental results show that the 
developed algorithm significantly improves the classification performance. (1 7 
References). 
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